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The joint action of the matching to a common RC-load and thermal noise on the spectral properties

of parallel Josephson junction array is studied. It is demonstrated that proper matching suppresses

the chaotic dynamics of the system. The efficiency of radiation is found to be highest within a lim-

ited frequency band, which corresponds to transformation of the shuttle soliton oscillating regime

into the linear wave resonance synchronization mode. In this frequency band the spectral linewidth

agrees well with a double of the linewidth for a shuttle fluxon oscillator, divided by a number of

the oscillators in the array. When the oscillations demonstrate strong amplitude modulation, the

linewidth increases roughly by a factor of five compared with theoretical linewidth formula.

Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4978514]

The dynamics of systems where the nonlinear active ele-

ments are mutually coupled through additional external

media can demonstrate surprising properties of collective

behavior. Such coupling is widely spread in nature and tech-

nology and describes, for example, vibrations of a common

base supporting oscillating mechanical systems,1–3 electro-

magnetic field interacting with cold atoms,4 common

dynamic environment indirectly linking the electronic cir-

cuits,5 etc. Regimes observed in such systems are highly

diverse, varying from oscillation quenching to a multitude of

synchronous regimes.1,5,6 However, the results of determin-

istic modeling and behavior of a real system in the presence

of fluctuations can be radically different, e.g., accounting for

environmental noise can modify the dynamics via new

mechanisms;7 also recently several noise-induced effects

have been predicted.8–10 For these reasons, the investigation

of joint effects of noise and a common load on dynamics of

complex networks is of growing interest.

One of the important tasks is development of a high-

efficient Josephson oscillator loaded with an antenna or with a

waveguide, while unavoidable fluctuations are not negligible.

The increasing interest to the Josephson effect is nowadays

associated with its THz potential for heterodyne detection.11

Since the radiation power of a single Josephson junction (JJ) is

rather weak (does not exceed P ¼ IcVc 10�8W), there is moti-

vation for development and study of synchronous arrays of

Josephson junctions (JJAs),12–19 aiming to larger radiation

power. The efficient yet compact serial-parallel 2-D JJA was

fabricated and studied as described in Ref. 16. The remarkably

high efficiency of radiation and a clear threshold of generation

in such array have been discussed in a few papers, but are not

completely understood yet. The authors of Ref. 16 have sug-

gested the internal cell resonance to be responsible for the

oscillating frequency. In Refs. 18 and 19 it has been qualita-

tively shown that threshold effect can be observed if a JJA is

coupled to a high-Q cavity load. But, a real application, e.g.,

Ref. 20, needs frequency tunability that is associated with low-

Q regimes. To address this problem, an RC-load must be

placed at one end of the chain.16 However, due to the distrib-

uted nature of a JJA (e.g., Josephson transmission line, JTL),

the damping leads to a condition that not all JJs in the chain

are coupled equally to the load. Thus, we may state lack of

understanding in synchronism for practicable JJA. In the pre-

sent Letter we consider a complex dynamics of JJA defined by

its load in the presence of thermal noise; we argue that similar

threshold in radiation power and high efficiency as in Ref. 16

can be observed in a relatively simple parallel (ladder-type)

JJA damped with RC-load. Such effects have also crucial

importance in layered superconductors,11 which are mostly

treated theoretically in an unmatched case.21,22

Our numerical study is performed in the frame of the

Frenkel–Kontorova model23

€/j þ a _/j þ sin /j ¼ idc þ if tð Þ þ e /j�1 � 2/j þ/jþ1

� �
; (1)

which has a broad variety of mechanical, chemical, biological,

and physical applications, including Josephson-junctions-

based digital circuits24 and ballistic detectors.25,26 In our case,

Eq. (1) describes dynamics of JJA shown in Fig. 1, where

crosses denote JJs with their internal capacitance, resistance,

and nonlinear inductance, /j is the phase of the j-th JJ, a is

FIG. 1. (a) General scheme of JJA comprising inductively coupled

Josephson junctions (JJs, denoted as crosses); terminals of JJA are RC-

loaded with rL and rR; all JJ are biased at dc in parallel, forming a Josephson

transmission line (JTL). (b) Equivalent electrical circuit for a Josephson

junction (JJ).
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the damping, and the coupling parameter �¼ 1/l is the inverse

inductance between JJs. This inductance-related parameter

defines the spatial scale of the JJA via normalization

Dx ¼
ffiffi
l
p

, where the cell size Dx is expressed in units of

Josephson length kJ. Each JJ (each cell-oscillator) is biased by

the dc current idc and subjected to fluctuations if(t), which is

assumed to be white Gaussian noise with the dimensionless

intensity c : hif tð Þif tþ sð Þi ¼ 2acd sð Þ. We consider the JJ

chain terminated with the RC-load27,28 under the condition

diR=dt ¼ �iR=rRcR þ €/n tð Þ=rR, where iR(t) is the alternating

current through the right load and rR and cR are the dimen-

sionless resistance and capacitance, respectively; similar

equation can be written for the left load (rL and cL). The bias

current idc is injected evenly as shown in Fig. 1(a). Note that

the Josephson junctions in the array are protected from

unequal dc voltage even in case of spread of their parameters,

since they all are connected in parallel, which ensures the

same oscillating frequency for all cells.

It is known from Ref. 16 that oscillations in under-

damped JJA are manifested as steps at I–V curve (IVC).

Considering the radiation efficiency of JJA, we calculate

spectra at the output in terms of power and linewidth at dif-

ferent steps of IVC. The system (1) has been solved numeri-

cally for the following parameters relevant to published

experiments: a¼ 0.03, e¼ 4.41 and number of junctions

N¼ 20. The calculated IVC is present in Fig. 2 that is time

averaged voltage v ¼ d/ tð Þ=dt versus the bias current idc;

noiseless condition (c¼ 0) is used; coupling is weak at the

left end (rL¼ 30, cL¼ 100), and the right end is unmatched

(rR¼ 100, cR¼ 100). Load capacitances are sufficiently large

allowing for transmission at all frequencies of interest. For

small currents idc ! 0 the system remains in the supercon-

ducting state. At large currents, approaching the critical

value ic¼ 1, namely from idc> 0.6, the behavior is ohmic,

i.e., the voltage is proportional to the characteristic resistance

v¼ idc/a.

The first step of the IVC (v1) corresponds to a single sol-

iton moving along the chain.15 The second and the third steps

(v2 and v3) correspond to two and three solitons. At 4th and

5th steps the behavior appears chaotic; the reason may be

either destructive interference of linear waves or a combina-

tion of effects of restricted length of JJA (�10kJ) and its dis-

creteness. One can also observe the minor steps at IVCs due

to Cherenkov radiation of moving solitons.15,26,29–31 At low

currents of high-order steps the standing waves develop

(inset in Fig. 2 for v10(j)). At 10th step, the amplitude is

significantly larger than for the first three steps. It is worth

to note that, at the top of 12th and higher-order steps, the

transition to chaos is observed in case of the completely

unmatched load (cL¼ cR¼ 0) meaning an open circuit. The

analysis of the spectrum evolution on bias current idc (not

shown) confirms destabilization of the stable quasi-periodic

oscillations (inset (a) in Fig. 2) leading to the emergence of a

chaotic attracting set (inset (b) in Fig. 2).32 But this chaotic

behavior disappears if some load is present. Even for weak

match (rL¼ 30 in Fig. 2), at the tops of the high-order steps

of IVCs the stable quasi-periodic motion will develop (see

below).

If a matched load is placed at one end of the chain

(rL¼ 2, cL¼ 100, while rR¼ 100, cR¼ 100), the IVCs for

higher steps (8th–16th, shown as thinner, colored curves in

Fig. 3) change drastically. As seen from Fig. 3, the role of

proper load is crucial: all steps below 8th disappear (see the

jump from zero voltage to the 8th step) meaning that a few-

soliton train cannot exist being absorbed by the load.

Moreover, the high-order steps become taller in terms of idc

and the dynamics at their tops changes significantly. The

amplitude modulation regimes shift to larger idc, and the

chaotic regimes do not evolve (the oscillations become more

regular in comparison with unmatched case). The phase por-

trait projection calculated for zero noise intensity c¼ 0 at

12th step for bias idc¼ 0.41 (inset (a) in Fig. 3) demonstrates

the limit cycle corresponding to a purely periodical oscilla-

tions; the regimes with amplitude modulation observed at

12th (for idc¼ 0.49) and 13th (for idc¼ 0.41) steps are

depicted in Fig. 3 within the insets (b) and (c), respectively.

The inset (d) in Fig. 3 illustrates vanishing of the amplitude

FIG. 2. I–V characteristics (IVCs) of JJA for weakly coupled load rL¼ 30;

the steep solid curves (steps correspond to different regimes of excitation)

are so-called direct-path (growing current) IVCs; the dashed curve corre-

sponds to return-path IVC. Insets: the voltage distribution vk ¼ d/j tð Þ=dt
(for particular steps: k¼ 1, 10, 13) versus the junction number, j; two phase

portrait (vi, vj)-projections for unmatched case cL¼ cR¼ 0 at: (a) idc¼ 0.26,

(b) idc¼ 0.33.

FIG. 3. Comparison of I–V curves for well matched JJ array. Thin yellow

and colored curves correspond to direct-path and return IVCs for rL¼ 2,

while other curves are the same as in Fig. 2. Insets: phase portrait (vi, vj)-pro-

jections: (a) pure periodic wave at idc¼ 0.41 and (b) amplitude modulation

at higher idc¼ 0.49, both for rL¼ 2 at 12th step; (c) deep amplitude modula-

tion at rL¼ 2; and (d) no modulation for ideal match rL¼ rR¼ 1, both for

idc¼ 0.41 at 13th step.
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modulation due to the perfect match, rL¼ rR¼ 1. For low

noise c� 0.1, the IVC step heights are roughly the same as

for the noiseless case, c¼ 0 (data not shown). The power

transmitted to the left load can be computed from spectral

density of signal at the leftmost JJ as the integral27,33

P ¼ 1
2p

Ðx0þdx
x0�dx

S xð Þ
rL 1þ1= rLcLx0ð Þ2ð Þ dx, where x0 is the central fre-

quency of the main spectral peak of S(x), and dx is chosen

so that the main peak and a number of satellites (which can

fit into the receiver bandwidth) are enclosed within the inte-

gration interval; for shuttle soliton regimes with dense spec-

trum of harmonics (i.e., at the lower steps of the IVC), the

power is integrated across several adjacent peaks. The

implicit numerical scheme for the solution of Eq. (1) with

noise has been first used and tested in Ref. 34.

The radiation power at the left load versus bias current

is shown in Fig. 4(a). For weakly matched load rL¼ 30 and

noise intensity c¼ 0.05 this regime resembles the experi-

ment:16 the power at first six steps is rather weak; it does not

grow until the bias is reaching high-order steps (data for

steps 1, 3, and 10 are shown by symbols). For well matched

RC-load rL¼ 2 the oscillation power grows linearly with the

increase of bias current idc, as in experiments with flux-flow

oscillators.20 Dependent on the step number, the power

varies twice throughout steps 8–15, reaching its maximum at

the 10th step. Note that synchronization of JJ clusters results

in power of several orders of magnitude larger than for per-

fect in-phase synchronization of all junctions at the resistive

branch of the IVC. This can be explained with the theory of

ac circuits. The resistive branch of IVC corresponds to

capacitive embedding impedance of the JJs, which are nearly

shorted at high frequencies. Resonant phenomena may create

a condition, which nearly cancels this capacitive impedance,

leading to dc steps and manifesting improvement in the radi-

ation potential.

One can find the conversion ratio of ac to dc power, g,

see Fig. 4(b). Note that for the 10th step with a matched load

we get nearly the same efficiency as in experiment.16 Such

increase in power is accompanying the transition from zero-

field steps to the resonant Fiske modes (see IVCs at Figs. 2

and 3). Such transition is characterized by the change of

intervals between steps from almost 3p/L at first steps to 2p/

L around 10th step and to p/L around 15th step. This effect

can be explained by the constructive interference of linear

waves in JJA formed by partial reflection from its unmatched

boundaries (loads).

The maxima of radiation power Pk absorbed by loads of

JJA vs bias voltage are plotted in Fig. 5 for a number of key

parameters. One can see that improvement in match at one

end may increase the power without shifting the optimal fre-

quency range, while loads at both ends lead to the shift of

maximum power to higher frequencies. In the latter case one

should take into account that power is extracted from both

ends of JJA, so the total power is twice of that presented in

Fig. 5. This can be explained with electrical length at reso-

nance: unloaded end corresponds to odd-number of quarter-

wavelength of the JJA, but both loaded ends correspond to

half-wavelength that leads to higher resonant frequency. The

maximal efficiency reaches 15% for the loads rL¼ 2,

rR¼ 100. Increasing the number of junctions in the chain to

N¼ 30, while its length is fixed, shifts the optimal frequency

range up by a factor of 1.5. At the same time the radiation

power increases, but efficiency gk drops down. Increasing

both the number of junctions N¼ 40 and length L¼ 20kJ

allows for keeping the coupling parameter � the same as for

N¼ 20 and length L¼ 10kJ. In this case the radiation effi-

ciency grows at the optimum point, but decreases at higher

frequencies. This proves that the optimum regime is a result

of interference of linear waves related to both JJA length and

reflection from terminal loads.

The curves of spectral linewidth at zero field steps are

shown in Fig. 6 versus bias current idc, with the values by

about two or three orders of magnitude smaller than at flux-

flow steps33,35 at the same damping a, which requires much

higher spectral resolution. The smaller linewidth in zero-

field regime is presumably due to smaller dissipation, result-

ing in much smaller differential resistance. Comparing

the calculated linewidth with the analytical formulas for the

single JJ36 and the shuttle fluxon oscillator,37 one can see

that for the 10th and 12th steps the linewidth can fit the ana-

lytical result37 if multiplied by a factor of 2 and divided by

the number of junctions N

Df ¼ acr2
d=N: (2)

The factor 2/N can be attributed to the fact that we con-

sider not a single-fluxon regime, but a regime of mixed

FIG. 4. Variation of (a) the radiation power at the left load Pk and (b) the

radiation efficiency gk vs bias current for k-th step of IVC; solid curves for

rL¼ 2, rR¼ 100, and curves with symbols for rL¼ 30, rR¼ 100.

FIG. 5. Radiation power Pk vs voltage for various RC loads and number of

junctions in JJA with length L¼ 10kJ unless another length is specified.
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traveling and standing waves. Comparison of calculated and

theoretical linewidth at the first step is out of our present

computational capabilities due to sharp Cherenkov steps at

the IVC, requiring extreme calculation accuracy at low dif-

ferential resistance rd. As seen from Fig. 6, at the top of the

10th and 12th steps the deviation of the calculated linewidth

from theory (2) increases. This can be explained by ampli-

tude modulation at the step tops (inset b in Fig. 3) that, in the

absence of noise, leads to zero linewidth.38 However, the

presence of thermal noise causes the diffusion of phase,

which interplays with the amplitude modulation and leads to

the additional linewidth increase, thus deviating from

Eq. (2). For the 13th step the linewidth increases up to a

factor of five in comparison with theory (see Fig. 7 and sup-

plementary material for details). For idc¼ 0.35, regular oscil-

lation regimes are observed, and the shape of spectral line is

perfectly Lorentzian, see Fig. 8(a). However, for idc¼ 0.41 at

the same step the spectral peak becomes asymmetrical (see

Fig. 8(b)), which confirms the presence of the mutual effect

of amplitude and phase fluctuations,38 leading to the line-

width increase. Improving the matching (rL¼ rR¼ 1) sup-

presses the amplitude modulation and the linewidth restores

back to Eq. (2). The linewidth for JJAs having the same

length but different number of junctions N is presented

as inset of Fig. 7 for the 10th step (rL¼ 2, rR¼ 100). Again,

Eq. (2) gives good agreement with numerical results, since

for the 10th step regular generation develops in a wide range

of bias.

In the present paper we show that the threshold of radia-

tion power and high efficiency of radiation can be observed

in a simple parallel (ladder-type) JJ array with an RC load

taken into account. We have demonstrated that the most effi-

cient radiation can be anticipated within the frequency range

that corresponds to transformation of the shuttle soliton

oscillating regime into the linear wave resonance synchroni-

zation mode (i.e., from zero field steps into the Fiske steps at

the IV-curve of the RC-loaded JJA, respectively). While we

have considered the RC-load equally matched for all fre-

quencies, in practice match is a design parameter achievable

only within limited frequency range, so the observed thresh-

old of radiation power can be magnified. In case of an opti-

mum RC load, the radiation power is expected to reach 15%

of the total dc power. Remarkably, for regular oscillation

regimes at the high-order resonant steps, the linewidth agrees

well with the half of theoretical value for a short Josephson

junction36 and a double for a shuttle fluxon oscillator,37

divided by a number of the junctions in the chain. If the

oscillations demonstrate strong amplitude modulation, it

leads to increase of the linewidth by a factor of five in com-

parison with the theory.

See supplementary material for description of the

mutual effect of amplitude and phase fluctuations.
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